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a b s t r a c t

In the present study a new methodology allowing the assessment of building's cooling demand savings
by the use of ventilated passive cooling systems is presented in a twofold innovative way. Firstly, using a
redefined concept of the climatic cooling potential (CCP), which allows for the direct estimation of
savings in building's cooling demand by the use of different passive cooling systems on a large spatio-
temporal scale. Secondly, this assessment relies on high resolution climate dataset built using a regional
climate model covering the Iberian Peninsula (IP) with a 9 km horizontal spacing and the period between
1989 and 2008. Here, the CCP concept is applied for direct ventilation and evaporative cooling, in such a
way that it allows for a comparison with the building monthly cooling demand, providing a direct
assessment on the cooling demand savings for any building, for three air flow rates. The results show that
CCP is asymmetrically distributed both spatially and temporally within the IP. During the cooling season
CCP values are above 1 kWh per m3 of building and 3 kWh per m3 of building, for direct ventilation and
evaporative cooling, respectively. Evaporative cooling provides a less heterogeneous annual cycle of CCP
than direct ventilation, with a relative difference in the south and central part of the Iberian Peninsula
superior to 100% during summer. Nonetheless, despite the consistently higher values offered by evap-
orative cooling, in the coastal regions the relative difference between the two systems drops to less than
10% due to the higher moisture in the air. For the case of a typical office room in the region of Lisbon, in
the month of August, the cooling demand savings provided by the use of direct ventilation and evapo-
rative cooling can represent more than 27% and 40% of the cooling demand, respectively.

© 2015 Published by Elsevier Ltd.
1. Introduction

1.1. Direct ventilation and evaporative cooling

In 2012 buildings were responsible for nearly 40% of the final
energy consumption in Europe, placing the building sector as the
biggest energetic consumer, above industry (31%) and trans-
portation (26%) [1]. The rapid increase in electricity demand for air-
conditioning associated with the global warming issue, will further
boost the primary energy demand for building cooling [2e5]. In the
current energy paradigm, this will enhance even more the
anthropogenic CO2 emissions and therefore global warming with
. Campaniço).
its environmentally and societal harmful consequences. The use of
renewable energy resources such as the passive cooling systems
and their implementation in buildings is mandatory to overcome
the current energy paradigm, since they can be an important so-
lution to contribute to minimize buildings cooling loads and thus
the fossil fuel dependence. The effectiveness of passive cooling
systems has been widely documented through several studies
[6e8], however, here we focus only on direct ventilation and
evaporative cooling.

Direct ventilation techniques are one of the most used, widely
known and simple passive cooling techniques. Whenever there is
cooling demand inside a building and the outside temperatures are
lower than the building's set point temperature, then the outside
air can be brought inside, reducing its temperature and cooling
load. The air can flow inside by the use of fans (mechanically
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Nomenclature

CCP climatic cooling potential (kWh/m3 of ventilated
building)

c heat capacity of air (kWh/K kg)
r air density (kg/m3)
v ventilation flow rate (air changes per hour)
vref standard ventilation flow rate (kg/h or air changes

per hour)
vvnt passive cooling system's ventilation flow rate (kg/h

or air changes per hour)
Tbld building temperature (�C)
Tvnt passive cooling system output temperature (�C)
Tset building's set point temperature (�C)
Text outdoor temperature (�C)
UCP useful cooling potential (kWh/m3 of ventilated

building)
Qcool building's cooling load (kWh)
DQcool effective savings (kWh)
h evaporative cooling system's efficiency
Twb wet bulb temperature (�C)
ach air changes per hour (h�1)
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forced), using the naturally available thermal gradients through
openings (natural) or both ways [9]. Direct ventilation is often used
during the night and hence commonly referred as night cooling. As
recognized in many studies, direct ventilation can be extremely
efficient in the reduction of the cooling loads [10e14], though the
efficiency is mainly related to the difference between indoor and
outdoor temperatures, the air flow rate, the building's thermal
mass [11] and cooling demand.

Evaporative cooling is a process where an air flow is forced
through a humid membrane or a water surface absorbing some of
the water; thus its temperature is reduced through the release of
latent heat of vaporization for the change of state of the water
molecules from liquid to gaseous. Evaporative cooling can be direct
or indirect. In direct evaporative cooling the humidified air is
transported directly into the building. Due to the possibility of
condensation inside the building, the air can be forced through a
membrane allowing for the separation of the water vapour from it.
In the case of indirect evaporative cooling, the cooled humidified air
is forced into a heat exchanger maintaining its levels of humidity
and at the same time decreasing its temperature and lowering the
risk of condensation [15]. Evaporative cooling techniques have been
proved feasible both from economic and technical stand points
through numerous studies [16e19], nevertheless their efficiency
can dramatically be reduced in the case of hot humid climates.
Nonetheless, it is expected that indirect evaporative cooling sys-
temswill represent near 20% of air-conditionedmarket in buildings
over the next 20 years world-wide [20].

1.2. Climatic cooling potential

A major obstacle for the implementation of passive cooling
systems is related to the necessity of using building thermal
simulation or in situ measurements to assess their viability for a
particular case, which in both cases are time consuming processes,
require expertise and detailed knowledge of building simulation
tools which are expensive, making it inaccessible for most of the
building designers. In order to address this problem Artman et al.
[9] suggested a new integrated index, named Climatic Cooling Po-
tential (CCP), defined as the summation of the products between
building and external air temperature difference and the time in-
terval. The CCP gives a measure of the climatic availability for
cooling. In the later study, CCP was computed for the night period
across Europe using observations for the main cities, allowing an
evaluation of the climatic availability for the use of night cooling in
those European cities. Nonetheless, this method does not provide
information on how effective this potential could be, or which part
of the CCP can really be used to lower the building cooling loads.
The main shortcomings of the latter study are: firstly, high CCP
values may have in fact very low or none utility in case of absente
cooling loads; secondly, CCP was only computed for the night
period, neglecting some eventual CCP availability during the day. In
fact, there are very few studies focused on the potential for passive
cooling techniques which are not based on building thermal
simulation. Studies based on building thermal simulation provide
quantitative information on cooling demand savings by the use of
passive cooling systems, but only for specific cases. Other studies,
not relying on building thermal simulation, do not provide quan-
titative information on the effectiveness of the climatic cooling
potential and do not relate it to the cooling demand savings
[21e23].

Recently, Campaniço et al. [24] were the first to compute a cli-
matic cooling potential for passive cooling systems in a way that it
can be directly related to cooling demand savings independent of
any building characteristic and without the use of building thermal
simulation. In this study, CCP was computed for complete diurnal
cycles and then compared to data for building cooling demand, to
achieve the cooling demand savings through a simple model. The
model was tested against an extensive set of numerical simulation
experiments, combining several passive cooling possibilities with
different building configurations andmeteorological data, resulting
in a total of 7776 different cases. The referred model, named Useful
Passive Cooling model (UPC) uses as input the building cooling
demand for a certain time period (hourly, daily, weekly and
monthly values) and then compares it to the CCP for the same time
period. It was found that the minimum value between CCP and
building cooling demand (UCP) was very close to cooling demand
savings. In fact, for a daily accumulation period, due to the typical
building's characteristic time constant, UCP is fairly equal to cooling
demand savings, with less than 1% error on average. However, good
results are also achieved for monthly cooling demand values, with
11% average overestimation of savings for all cases. The results
showed unequivocally that the model is a remarkable tool to assess
the cooling demand savings in buildings by the use of ventilated
passive cooling systems without the use of building's thermal
simulation and independently of building properties. Here we
redefine and apply the concept of the CCP in an innovative way,
which allows for the direct estimation of savings in building's
cooling demand by the use of any ventilated passive cooling system
for any building and spatiotemporal scale. The methodology and
the concepts presented here are applied for the Iberian Peninsula
(IP) for evaporative cooling and direct ventilation, nonetheless,
they're valid and applicable for any region and ventilated passive
cooling system.

1.3. Climate models

Global numerical weather prediction models led to the devel-
opment of an increased number of global climatological datasets
like the reanalyses from the European Centre for Medium Range
Forecasts (ECMWF) ERA-40 [25] and ERA-Interim [26], from the
National Centres for Environmental Prediction [27], and the
Twentieth Century Reanalysis Project [28], and others. Simulta-
neously, a large number of Global Climate Models (GCMs) have
been used to build climate change scenarios. This effort has been
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fruitful in generating global climatic information for the 20th
century in easy to use regular or quasi-regular grids.

Reanalysis and climate scenario datasets have coarse horizontal
resolutions, typically between 1� and 4� (in both latitude and
longitude), good enough to reproduce many aspects of large-scale
climate [29], but unable to represent many processes and systems
that drive regional and local climate variability, where the conse-
quences of climate change will be mostly felt. These limitations are
greatly amplified in areas of difficult geomorphology, like complex
orography, irregular coastlines, and regions with heterogeneous
land cover, where regional and local thermal and mechanical cir-
culations are forced by surface heterogeneity.

To overcome these problems, different downscaling approaches
have been advanced. Statistical methodologies [30] use observed
relationships between variables at different scales to estimate finer
scale properties, but have a major drawback: the observed re-
lationships may not persist in a changing climate. Regional climate
models (RCMs) constitute an increasingly popular alternative
[31e35]. RCMs, forced by GCMs or by reanalysis data, are able to
capture physically consistent regional and local circulations
[36e40] at the required horizontal and temporal scales, allowing
for the development of high-resolution climatologies in any terrain
conditions, and when forced by reanalysis fill the gaps of obser-
vational networks. Results from different RCMs forced by ERA-40
reanalysis, like those of PRUDENCE [34,41] and ENSEMBLES [42]
European projects are a valuable source of atmospheric data for
Europe, and in particular for Iberia. Furthermore, results from high
resolution RCMs forced by ERA-interim constitute the best climate
datasets for Europe and in particular for the Iberia, and have been
used very successfully for different economic sectors, like agricul-
ture, forestry and especially renewable energy sources. These
climate datasets are used to characterize the present resource in a
very detailed manner and to assess the climate change impact on
the referred sectors. The added value of these results is both due to
the detailed spatial resolution and the time sampling used, allow-
ing the production of hourly data crucial for wind energy, solar
energy and potential climatic cooling assessment.

1.4. Objectives and outline

The methodology presented in this study has been designed to
explore the value of quality climate data, either observational or
from regional climatemodelling, enabling for the direct assessment
of building's cooling demand savings by the use of ventilated pas-
sive cooling systems. From this new innovative methodology it is
possible to obtain a preliminary estimation of the cooling demand
savings provided by each of the passive systems considered, for
different air flow rates (associated to the passive systems) for any
climate or region without the need to use building thermal simu-
lation and in a way independent of any building properties. We
apply this methodology for direct ventilation and evaporative
cooling to a high quality present climate dataset covering the Ibe-
rian Peninsula (IP), generated using a state-of-the-art regional
climate model, having a high spatial resolution. In the following
section we will present the referred methodology and in Section 3
the description of themeteorological input that is used to create the
database that allows for the estimation of cooling demand savings
in the IP, which is shown in Section 4 along with a comparison
between the two systems and a sensitivity analysis to the passive
cooling system's air flow rate. Finally, at Section 5, we present the
main conclusions of the present study.

2. Methodology

The method used in the present study closely follows
Campaniço et al. [24], however, here we characterize any given
passive cooling system based on ventilation in terms of its climatic
cooling potential CCP in such a way that allows for the assessment
of the cooling demand savings provided by it use for any building
for any spatiotemporal scale, which was not established in Cam-
paniço et al. [24]. In the referred study, CCP was determined in
order to allow to compute the cooling demand savings by the use of
different passive cooling systems based on ventilation for a specific
case/building, here, this climatic index is redefined in such a way
that it permits to access the cooling demand savings by the use of
different passive cooling systems based on ventilation but for a
large spatiotemporal scale and for any building. The CCP relates the
temperature of the cooling source Tvnt and the associated air flow
rate v, to the cooling loadwhich a passive cooling system brings to a
building at temperature Tbld, in reference to ventilation at standard
reference air flow rate vref from outside:

CCP ¼ c$r$v$ðTbld � TvntÞ � c$r$vref ðTbld � TextÞ
v ¼

�
vvnt if Tvnt < Tbld
vref if Tvnt � Tbld

(1)

Note that: (i) the system may be designed at a higher flow rate
vvnt than the standard flow rate vref, enhancing the cooling load, but
should be reduced to vref when the source temperature is higher
than the building; (ii) the flow rates which are used here are
building specific (in terms of air change per hour), so that the CCP is
expressed in kW per m3 building (or kWh per m3 building when
integrated over a certain period).

In absence of prior knowledge of the building response, the
above defined CCP is actually evaluated at a comfort set point Tset
(instead of Tbld). It is in this sense that the CCP represents a climatic
index (dependent on the climate under consideration, the passive
cooling system and the flow rate, as well as the comfort set point),
independently of any building characteristics.

Since the CCP is a climatic index, it will at certain times be higher
than the actual cooling load of the building (in particular during the
winter season, but possibly also at certain periods of the summer,
typically at night). For assessment of the effective contribution, in
terms of thermal energy savings for a particular building, the CCP
must hence be compared to the cooling load Qcool in absence of
passive cooling which is needed for the building temperature not to
rise above Tset. This comparison, which is done over a certain
integration time step, allows the reduction of the CCP to the useful
cooling potential UCP for the particular building. Depending on the
integration time step, we hence define the annual useful cooling
potential as follows:

UCPhourly ¼
X8760
h¼1

MINðCCP;QcoolÞ

UCPdaily ¼
X365
d¼1

MIN

 X24
h¼1

CCP;
X24
h¼1

Qcool

!

UCPweekly ¼
X52
w¼1

MIN

 X7�24

h¼1

CCP;
X7�24

h¼1

Qcool

!

UCPmonthly ¼
X12
m¼1

MIN

 X30�24

h¼1

CCP;
X30�24

h¼1

Qcool

!
(2)

In this respect, one of the crucial points is to determine the
temporal precision at which the cooling system (CCP) and sepa-
rately the building (Qcool) have to be characterized. In principle,
the suitable choice of the integration time step for comparing CCP
and Qcool relates to the thermal inertia of the building. As a matter
of fact, when there is no cooling demand from the building and a
certain cooling potential is present (in particular for direct night
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cooling), the latter can be stored into the building thermal mass for
subsequent use, which is not taken into account by a too small
integration time step (in particular hourly). On the other hand, a too
long time step will lead to overestimation of the passive cooling
load that can effectively be absorbed by the building.

For this sake, the simplified method presented by Campaniço
et al. [24] was tested against an extensive numerical simulation
campaign [24], concerning: (i) the case of an administrative
building located in Geneva, with a variety of constructive and
operational configurations (solar protection, thermal mass and
insulation, internal gains); (ii) an important set of passive cooling
techniques (direct ventilation, evaporative cooling, air-soil heat
exchangers, thermal phase-shifting, as well as combination
thereof) with diverse sizing and flow rates.

For the 7776 configurations, correlation between the two
methods was analysed in terms of annual cooling energy savings. It
was shown that calculation of the UCP on an hourly basis un-
derestimates the effective savings by an average of 31%, due to the
fact that the building thermal inertia is not taken into account,
while calculation of the useful cooling potential on a daily basis
reproduces the effective savings with less than 1% error in average.
Calculation on a weekly or monthly basis tends in turn to over-
estimate the effective savings (average of 6% and 11%), due to
overestimation of the available thermal inertia. The dispersion in
relation to these averaged values was analysed for the particular
case of daily and monthly calculation basis. Focus was set on the
passive cooling fraction (fraction of the cooling demand which can
be covered by the passive cooling system). It is shown that, if the
data is available in monthly values, the model will tend to over-
estimate the passive cooling fraction. The error however remains
below 20% for half of the cases, although it may be quite more
important (up to 70% for extreme cases, in particular in cases where
the model indicates close to 100% coverage and the associated
cooling demand is low). As a main result, the new method of
Equation (1), can therefore be used for setting up of a climatic
potential database in a monthly time step, for roughly assessing the
potential of these passive cooling techniques on a large spatio-
temporal scale (some hundreds or thousands of km, some decades),
for which integrated building simulation becomes prohibitive.
Much more precise results could be obtained with data on daily
resolution (less than 6% error in half of the cases), which however
would require the setting up of a very extensive database of the
climatic potential and the knowledge of hourly cooling demand. In
this respect, finer evaluation of a particular case should rather use
integrated simulation of the passive cooling system and building in
hourly time step.

On the basis of preceding results we will now establish a CCP
database for the Iberian Peninsula (IP), on monthly basis, con-
cerning direct ventilation and evaporative cooling.

As climatic input, a 19 years high resolution hourly climate
dataset for the IP mainland is used (see Section 3). In the case of
direct ventilation, Tvnt is given by the dry bulb ambient air tem-
perature, Text, while evaporative cooling is simulated with a con-
stant efficiency h of 50% (in relation to the wet bulb temperature
Twb):

Tvnt ¼ Text þ hðTwb � TextÞ (3)

On the basis of Equation (1) the CCP will be computed for the
case of a comfort set point Tset of 26 �C, with a reference flow rate
vref of 1.5ach (of 1.5 m3/h per m3 building) during daytime
(7 he19 h), dropping to zero during the night (representative of an
administrative building). The passive cooling system will be
assessed for 3 different design flow rates vvnt: (i) 1.5ach (same as the
reference case, but also activated at night if Tvnt is below Tset); (ii)
3.0ach (reduced to reference if Tvnt is higher than Tset); (iii) 6.0ach
(with same controlled reduction).

Given CCP one can easily assess the monthly energy savings
provided by the passive systems simply by computing the product
between UCPmontlhy (Equation (2)) and the building's volume (m3 of
ventilated building).

3. Climate data

The current paper uses surface meteorological data from a high
resolution climate simulation, performed with the state-of-the-art
atmospheric model. The Weather Research and Forecasting (WRF)
model (Skamarock et al., 2008) [43] used is a non-hydrostatic
model, suitable for simulating a wide range of scales, from large
eddy simulation to mesoscale model, with a large number of
available options for the model core and the physical parameteri-
zations, making it very competitive for numerical weather predic-
tion, mesoscale meteorological studies and building the high
quality climate dataset. The WRF version used here corresponds to
its 3.1.1 cycle. Recently, WRF has been extensively used for
dynamical downscaling for regional climate studies [44e51]
revealing very good performance in generating hind casts to ap-
plications on the energy sector, for wind power, hydropower and
moisture recycling (Rios-Entenza et al., 2014) [52].

For this study, WRF was setup with two grids, a parent one at
27 km (WRF27 km) and a second nested at 9 km (WRF9km) hori-
zontal grid spacing, using one-way nesting. Both grids are centred
in the Iberian Peninsula and have, respectively, 162 � 135 and
144 � 111 grid points, covering the regions shown in Fig. 1. In both
domains 49 vertical levels are used, placing roughly 20 vertical
levels in the planetary boundary layer, with the lowestmodel sigma
level at approximately 10 m of height and model top at 50 hPa. The
outermost domain was designed to cover a relatively large ocean
area, reducing spurious boundary effects in the inner region. The
WRF model run was set to start at 0000UTC (Universal Time Co-
ordinated) 1 January 1989 and end at 2300UTC 31 December 2007.
Initial and lateral conditions for the outer domain were derived
from the ERA-Interim pressure-level reanalysis (Berrisford et al.,
2009) [26]. The lateral boundary conditions and sea surface tem-
peratures were both updated every 6 h, from ERA-Interim. In both
domains 11 grid points are used as lateral relaxation areas. A
complete and more detailed description of the model set-up can be
found in Soares et al. (2012) [53] and Cardoso et al. (2013) [54],
where the simulation results were extensively validated for inland
maximum and minimum temperatures and precipitation, showing
a remarkable agreement with either local or gridded observations.
This simulation is one of the most valuable climate dataset at high
resolution for Iberia, containing hourly data for numerous meteo-
rological variables. For the present study, the variables used are:
surface temperature (2 m), specific humidity (2 m) and surface
atmospheric pressure. For all these variables the hourly sampling
was used to compute the CCP, direct and evaporative.

4. Results and discussion

4.1. Direct ventilation vs evaporative cooling

In this section, the methodology presented previously (Section
2) is applied for direct ventilation and evaporative cooling, and CCP
is mapped for the IP over 21,870 locations. The rate of ventilation
for the passive systems and reference cases (v and vref of Equation
(1)) are set at 1.5ach. However, a sensitivity analysis to the air flow
rate is conducted at Section 4.2. Figs. 1 and 2 show the monthly
average values of the CCP for direct ventilation and evaporative
cooling, as well as standard deviation over the 1989e2008 period.



Fig. 1. Direct Ventilation's CCP for reference and passive rates of ventilation of 1.5ach. Top: CCP's monthly average values; Bottom: CCP's monthly standard deviation, for the period
1989e2008.
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The CCP is given in kWh/m3 (kWh per m3 of ventilated building).
Regarding direct ventilation, Fig. 1 shows that CCP is generally

above 2.5 kWh/m3 in winter (October to March) over the entire IP,
reaching 4 kWh/m3 in the Pyrenees and the Iberian Cordillera from
November to March. However, during summer, were the CCP is of
higher utility, these values tend to diminish. At the beginning of the
summer the average CCP is of 2.0 kWh/m3 falling to 1.3 kWh/m3

when considering all summer (April to September). The spatial
heterogeneity of CCP is also evident in Fig. 1, showing higher CCP
values in the north part of the IP (generally above 1.5 kWh/m3

during all summer) and lower values in the south part, mostly
bellow 1 kWh/m3, with the exception of April andMay due to lower
temperatures. The IP's orography seems to have a significant effect
in CCP, particularly in summer: the low altitude regions, as the
Guadalquivir and the Ebro basins present lower CCP values, nor-
mally bellow 1 kWh/m3, contrary to the high altitude regions, like
the Pyrenees and the Iberian Cordillerawhere CCP is higher, usually
above 2 kWh/m3. Moreover, CCP tends to be lower at the southeast
coastal regions of the IP due to higher temperatures of the Atlantic
and the Mediterranean Sea during this same period. The standard
deviation values of Fig. 1 (bottom) show a distinct spatial hetero-
geneity over the entire year and a trend for lower values during
summer, where the standard deviation maximums are near
0.3 kWh/m3 with an average of 0.14 kWh/m3. For this period, the
standard deviation represents a maximum of 11% relatively to the
average CCP.

Concerning evaporative cooling, a similar picture can be found
(Fig. 2). Like direct ventilation, during winter, were the tempera-
tures are lower, CCP is higher, generally above 3 kWh/m3 over all
the IP. However, in this case, the CCP's spatial homogeneity is
clearly higher during all year. Moreover, with the exception of the
southeast coast, the average inter-annual amplitude of the evapo-
rative cooling's CCP is near 2.5 kWh/m3, instead of 4.5 kWh/m3

(case of direct ventilation). Furthermore, for the majority of



Fig. 2. Evaporative Cooling's CCP for reference and passive rates of ventilation of 1.5ach. Top: CCP's monthly average values; Bottom: CCP's monthly standard deviation, for the
period 1989e2008.
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summer (June to September) the CCP's spatial distribution along
the IP as well as its average is quite similar from month to month,
with most of its values above 2.0 kWh/m3. Contrary to direct
ventilation, were the IP's orography influence in CCP is more pro-
nounced, in the case of evaporative cooling, the regions of the
Guadalquivir and the Ebro's basins do not show substantially lower
CCP during summer. Similarly, the regions of higher altitudes such
as the Pyrenees and the Iberian Cordillera do not present noticeably
higher CCP values relatively to other regions. Nonetheless, for the
evaporative cooling there is a more distinct coastal effect, i.e. the
proximity to the Ocean causes evaporative cooling's CCP to be
substantially lower on southeast coast due to higher moist in air.
This effect, combined with the warmer currents of the Atlantic and
Mediterranean sea, causes the lower CCP values displayed during
summer in the southeast coast of Fig. 2 (~1.5 kWh/m3). Neverthe-
less, for the same periods and locations, evaporative cooling pro-
vides consistently higher CCP values than direct ventilation (see
Fig. 3). One of the reasons is due to the duration duringwhich CCP is
available: Figs. 1 and 2 were produced with equal design and
reference flow rates (vvnt and vref), hence the CCP for direct venti-
lation is only available at night, when ventilation from outdoor can
continue as compared to the reference case. For evaporative cool-
ing, the ventilation temperature is lower than ambient, therefore
the cooling potential (as comparedwith the reference) doesn't drop
to zero during day time.

In order to better access the difference between evaporative
cooling and direct ventilation, Fig. 3, expresses the relative differ-
ence between the CCP from evaporative cooling and direct
ventilation.

During thewinter the relative difference between the systems is
between 2% and 69% with an average of 14%. However, during the
summer, the discrepancy between the systems increases impor-
tantly. For thewarmest months, in the climatological summer (June
to August), the relative difference between evaporative cooling and



Fig. 3. Relative difference (%) between CCP for evaporative cooling and direct ventilation for 1.5ach reference and passive rates of ventilation.
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direct ventilation is usually above 50%, furthermore, at the south
central part of the IP the evaporative cooling system may provide
100% more CCP than direct ventilation, reaching local values above
250%. Nevertheless, for some regions, predominantly in the coast,
due to high levels of air ocean moisture, the difference can be
inferior to 11% in the full annual cycle.

Fig. 4 shows the mean monthly values of the relative difference
of Fig. 3, for two specific illustrative locations, one in the coast
(Ma~n�on, Bares, Spain: 43�4402200 N; 7�4203500 W) and the other in
the interior of the IP (Castelo Branco, Portugal: 39�4803900 N;
7�3002800 W). It can be seen that there is very significant difference
in using evaporative cooling in relation to direct ventilation be-
tween a coastal location and an inland one. The annual cycle of
improvement using evaporative cooling in a coastal location pre-
sents a small average value mostly constant, around 10%, i.e. with
reduced amplitude, in the range between 9 and 13%, in May and
Fig. 4. Relative difference (%) between CCP for evaporative cooling and direct ventilation for
inland of the IP.
September, respectively. The inland location, however, shows an
average value of relative difference 50% higher for the full year.
More importantly, during the summer the discrepancy between the
two locations is remarkable, the average value is 95% larger, but the
annual amplitude is also more noticeable due to the proximity
between the inland and coastal ratios during winter, were evapo-
rative cooling tends to be less effective relatively to direct
ventilation.

4.2. Sensitivity to air flow rate

In the previous section the rate of ventilation was set at 1.5ach
for the reference rate and for the passive cooling systems, however
higher rates of ventilation can be used. To understand the effect of
increasing the rate of ventilation, we conduct a sensitivity analysis
for 3.0ach and 6ach air flow rates for both passive cooling systems.
1.5ach reference and passive rates of ventilation for a region in the coastline and in the
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The reference rate of ventilation (vref) is kept at 1.5ach. The CCP
spatial structure (not shown here) is similar to the ones presented
on Figs. 1 and 2. To illustrate the scale factors between the different
flow rates, the ratio between the CCP for 3.0ach and 1.5ach, as well
as for 6.0ach and 1.5ach was computed for each IP grid point (near
22,000 locations) for direct ventilation and evaporative cooling. As
a summary, the different statistical measures of these ratios,
namely the absolute extremes, quartiles, median, average and
standard deviation are calculated for monthly values for both sys-
tems, for the full meteorological model database (Figs. 5 and 6).

In the case of direct ventilation, Fig. 5 shows clearly the non-
linear gain of using higher ventilation rates (see Equation (1)).
Doubling and quadruplicating the ventilation rates leads to an
annual average ratio's increase of 3.1 and 7.2, respectively. In fact,
for the 3.0/1.5ach ratio of direct ventilation, the monthly average
values in the annual cycle are roughly constant, with an annual
average equal to 3.1, reaching a maximum of 3.5 in August and a
minimum of 2.2 in July. The monthly range of the sample varies
from 0.37 in December to 1.29 in August. Standard deviation ach-
ieves its minimum of 0.08 in December and its maximum of 0.34 in
July, which represents only 11% of the average value for the same
month. For the 6.0/1.5ach ratio the annual average is 7.2 and the
monthly ranges of the sample are wider, varying form 1.1 in
December to 3.8 in August. The standard deviation values are also
higher, ranging from 0.23 in December to 1.01 in July, however, the
maximum relative difference from the monthly average is only of
15% (for July). Also, a greater interquartile distance is visible in the
summer, which causes standard deviation vales to be higher.
Fig. 5. Spatial statistics of CCP for direct ventilation: ratio between CCP for 6.0 and 1.5ach (b
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Spatial statistics of CCP for evaporative cooling: ratio between CCP for 6.0 and 1.5ach
colour in this figure legend, the reader is referred to the web version of this article.)
For the 3.0ach/1.5ach ratio of the evaporative cooling case
(Fig. 6) the monthly ranges are similar to direct ventilation but with
greater standard deviation values, between 0.06 (December) and
0.48 (July), however, in the case of the 6.0/1.5ach ratio the monthly
ranges are higher, varying from 1.2 in December to 4.7 in July, as
well as the standard deviation, which varies from 0.19 in December
to 1.4 in July.

In Fig. 7 the relative difference from evaporative cooling and
direct ventilation is displayed for the same inland and coastal lo-
cations of Fig. 4, for 3.0ach and 6.0ach passive flow rates along the
full annual cycle. The relative difference between evaporative
cooling and direct ventilation diminishes with the increased air
flow rate of the passive systems. This decrease is more pronounced
when comparing the 3.0ach and 1.5ach air flows than the reduction
from 6.0ach to 3ach, since at 1.5ach there are some periods when
the direct ventilation corresponds to the reference flow rate.

4.3. Assessing useful cooling potential

In order to assess the UCP for a specific building one needs to
know its cooling demand and volume. As an example, here we
proceed to thermal simulation of two office rooms (under-
mentioned as “A” and “B”) located in the region of Lisbon using
TRNSYS [55]. The office rooms are 20 m2, 50 m3, south orientated,
with 20 W/m2 internal gains. The air renovation flow rate is of
1.5ach during occupation (7 he19 h). Building “A” has 50% glazing
area without any kind of solar protection (overall g value of 68%),
while building “B” has 50% glazing with exterior solar protection
lack) and between CCP for 3.0 and 1.5ach (red).(For interpretation of the references to

(black) and between CCP for 3.0 and 1.5ach (red).(For interpretation of the references to



Fig. 7. CCP (left axis) and CCP's relative difference between evaporative cooling and direct ventilation (right axis) in an inland (top) and a coastal region (bottom) for different rates
of ventilation.
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(activated when direct radiation on the façade exceeds 10 W/m2:
overall g-value of 13%). The simulation was conducted for the
month of August yielding a cooling demand of 183 kWh (3.7 kWh/
m3, 9.1 kWh/m2) for building “A” and 66 kWh (1.3 kWh/m3,
3.3 kWh/m2) for building “B”.

Checking the top panel of Figs. 1 and 2 (for direct ventilation and
evaporative cooling, respectively) in the region of Lisbon, it can be
seen that CCP is between 1 kWh/m3 and 1.5 kWh/m3 for direct
ventilation and between 1.5 kWh/m3 and 2 kWh/m3 for evapora-
tive cooling.

Thus, for building “A”, direct ventilation can offer a cooling de-
mand saving between 27% and 40%, and evaporative cooling be-
tween 40% and 54%. For the case of building “B”, direct ventilation
can offer a cooling demand saving between 76% and 100%, and the
expected savings for the evaporative cooling system is of 100%.
Nevertheless, it is important to note that the exclusive use of solar
protection can bring the cooling demand down by 64% which is
more than direct ventilation or evaporative cooling can offer for the
selected air flow.

To assess the CCP for different rates of ventilation one can use
the method above along with Figs. 5 and 6. For building “A”,
inspecting Fig. 5, it can be seen that for 3.0ach direct ventilation's
air flow rate, the CCP value in the month of August is 2.2e3.5 times
higher than the CCP value for 1.5ach, which results in 59%e100%
cooling demand savings. For the case of an air flow rate of 6.0ach,
the expected UCP is at least 4.7 times higher than the UCP for
1.5ach, resulting in 100% cooling demand savings. For the case of
evaporative cooling, the 3.0ach air flow results in a CCP's increase
from 1.6 to 3.1 times, this implies an increase from 64% to 100% in
cooling demand savings. For the case of a 6.0ach air flow, the ex-
pected increase in cooling demand savings is of 100%.

5. Conclusions

In the present paper we propose a new methodology to
compute the cooling demand savings for any ventilated passive
cooling system for any building and spatiotemporal scale. Here, this
methodology is performed for two passive cooling systems, direct
ventilation and evaporative cooling, for different air flow rates and
using a high quality climate dataset regarding the Iberian Penin-
sula. The latter was produced using a state-of-the art regional
climate model, at 9 km resolution for a 19 years period, with hourly
data output. We apply this procedure to the Iberian Peninsula, and
thoroughly explore the benefits and caveats of both systems,
comparing their potentials and their sensitivity to air flow rates.
The approach is based on the calculation of the climate cooling
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potential and its relation with the building cooling demand.
The monthly values of the climatic cooling potential are

temporally and spatially heterogeneous both for direct ventilation
and evaporative cooling. Evaporative cooling always provides
greater potential for the same time periods no matter the location
in the Iberian Peninsula.

There is a clear asymmetry between the northern and southern
part of the Iberian Peninsula regarding the potential for both direct
ventilation and evaporative cooling, with higher potential values in
the northern part.

Evaporative cooling provides a less heterogeneous annual cycle
of climatic cooling potential, except for the areas confined to the
coast and the semi-arid regions. Generally, evaporative cooling
provides greater potential values than direct ventilation, but this
property lessens during the winter and increases during summer,
when the potential is of greater interest. Nevertheless, in some
coastal regions, evaporative cooling provides less than 10% rise on
the climatic cooling potential compared to direct ventilation.

The relation between the CCP provided by the different systems
is of great importance for trying to understand the best system to
implement in a given region, both from efficiency and economic
stand points. Evaporative cooling systems have higher investment
and maintenance costs. Obviously, the gain associated to evapora-
tive compared to direct ventilation has to compensate the invest-
ment and maintenance costs. For both systems a nonlinear
behaviour is found between the climatic cooling potential and the
air flow rate.

Finally, the innovating methodology presented can be applied
for any observational dataset or RCMs results, permitting the
assessment of the climate change impact on the different passive
cooling systems, and on the strategic decisions concerning their
implementation, and therefore boosting the use of the renewable
energy resources as a direct source of clean energy to be used in the
greatest energy consuming sector, the sector of buildings: one can
easily use the present study for an estimation of cooling demand
savings provided by an evaporative cooling and/or a direct venti-
lation system in any building located in the IP, which in turn, will
serve as an incentive for the implementation of such a systems in a
simplified way, without the need for a complex analysis or to
master thermal simulation tools, which require expertise, are a
time consuming process, and require solid knowledge on the pas-
sive systems, slowing down the process of implementation and
increase its costs.
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